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Abstract: during the past two decades the study of scientific texts focused on the factors affecting the
understanding of the language. However, at presents there are no studies in the field of computer technology,
capable of accurate assessment of the classification of the scientific text. New technologies for the LSA model
could represent a important advance of the assessment of scientific texts.

LSA model despite the complexity of the opacity and can be used for a number of different tasks with a
generalization or extension of the meaning of the search query.

The Latent semantic analysis (Latent Semantic Analysis (LSA)) - the theory and a method for extraction, and
submission of the contents of contextual use of words statistical calculations was applied to a large number of
texts. The latent semantic analysis (LSA) — is the semantic domain defining mathematical representation of
computing linguistic model. Works on improvement and adaptation to various tasks of the latent semantic
analysis (LSA) are conducted long ago languages.
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learning (ML), classification.
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Annomayun: ¢ meyenue NPOUILIX 08YX OeCAMUIEMUL UCCLE008AHUE HAYYHBIX MEKCMO8 (POKYCUPOBALOCh HA
Gaxmopax, erusowux na nowumanue azvika. OOnako 6 macmosujee 8pems OMCYMCMEYIOM UCCIe008ANUS 8
obnacmu KOMNbIOMEPHLIX MEXHON02UN, CHOCOOHbIX K MOYHOU OYeHKe KIACCUPUKayuu HAy4Ho20 MeKCmd.
Hosvle mexnonocuu onsa mooenu LSA (namenmuo-cemanmuueckoeo aumanu3a) mMoziu npeoCmasisims 8ANCHOE
VCOBEPUIEHCTNBOBAHUE 8 UCCLEO08AHUU OYEHKU HAYYHBIX TEKCHIO8.

Mooenv LSA, necmompsa Ha mpyooemKoCmb U Henpo3payHOChb, MOXMCEM UCHONb308AMbCA OISl PA3HO20 pAOd
3a0ay npu 0606WeHUY UTU PACUUPEHUL CMBICIA NOUCKOBO20 3ANPOCd.

Jamenmno-cemanmuueckuii ananus (Latent Semantic Analysis (LSA)) - meopus u memoo ons useneuenus u
NPeOCmagieHUss COO0epHCaHUsl KOHMEKCMHO20 UCNONb30BAHUSL  CO8  CIMAMUCMUYECKUMU — GbIMUCTIEHUSMU
NPUMEHANOCh K Oonvbuiomy Koauwecmey mekcmos. Jlamenmuo-cemanmuyueckuii ananuz (LSA) sensemcs
cemanmuyeckum — OOMEHOM,  ONPeOelsIoOWUM  MamemMamuyeckoe  npeocmaeienue  GblUUCTUMENbHOU



JUHegUCMUYecKol Mmoldeau. Pabomwl no ycoeepuieHcmeoganuro U adanmayuu K PpasiuyHbIM - 3a0auam
JameHmHo20 cemanmuyeckoeo ananuza (LSA) eedymces dagho.

Knroueevte cnosa: namenmmuviii cemanmuueckuil anamuz (JICA), uckyccmeennvie netiponnvie cemu (ANNs),
MmawuHHoe obyuenue (MA), knaccuguxayus.

Works on improvement and adaptation to various tasks of the latent analysis are conducted long ago. The
essence of the method is rather simple. In the beginning on an entrance to an algorithm there is a set of texts
which will be transformed to a matrix of frequency of occurrence of words in these texts. The line number
corresponds to a word, and number of a column corresponds to the text. By means of an algorithm of singular
decomposition (SVD) at the received matrix the rank goes down. It allows to reject dependence of words and to
allocate a so-called semantic kernel. Then on the basis of the received matrix with the lowered rank correlation
coefficients between texts are calculated. In one of the first works the line in which it is possible to group texts
on similar subjects is empirically defined. If a part from these texts already has the universal decimal code
(UDC) which of course is correctly exposed by the author or the editor, all group will have this code or close to
it. It will allow to calculate UDC in the automatic mode.
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Fig. 1. The block diagram

The classification of scientific texts in the Russian and Kazakh languages, by means of assignment of a
universal decimal code (UDC) is an actual problem nowadays. The problem of the classification of scientific
texts is easily solved for the English language due to its simplicity of morphology and syntax. On this way there
is a number of unresolved tasks for the Russian language and practically the usage of analogical reception for the
Kazakh language is not investigated. For the Russian language several researches of applicability of different
approaches were conducted.



One of the most common of clustering of texts is the method of the latent semantic analysis ( LSA) [1].

The language of Python was chosen for program realization of the tool of the analysis of languages. The
demonstration of the system is presented by realization of “machine learning “ on the basis of the latent semantic
analysis.

The library of work with natural languages Natural language Toolkit ( NLTK) was actively used by
application programming in Python.

The main method of application of NLTK is inclusion in a set of parameters of widespread phrases of two-
three words. In NLTK there is a support of these options such as: ntkl.bigrams(...) and ntlk.trigrams(...).

NTLK has the following options:

1) Tokenization of the text;

2) The choice from all data set of the most frequently-used words;

3) The identification of the most frequently-used two- or three-word phrases.

Tokenization is a division of the text into small portions, tokens. Words, prepositions and signs of a
punctuation belong to tokens. Rather often there is a task to present the text in the form of the massif of
significant words. Aftertokenization, it is necessary to make cleaning regarding signs of a punctuation and
insignificant words (for instance: prepositions). It becomes by means of transfer of the list of stop-words to
library, which are automatically excluded from consideration. And that significantly increases productivity of the
method of LSA. After that the gathered statistics of words is transferred to LSA. Thus, all preliminary processing
and preparation of data is carried out by means of NLTK.

The analysis of texts can be carried out both without a dictionary (taking into account any words, met in a
text), and with a dictionary (taking into account only words, presented in the configured dictionary).

Besides usage of dictionaries, while analyzing texts, grammar peculiarities of different human languages are
not used. The exception of the grammatical analysis allows to provide the high speed of classification at the large
volume of entrance data. However, lack of grammatical analysis doesn’t allow to use particular factors, related to
syntax and morphology of texts in the Kazakh and other languages. In the current version of system words act as
features. In the experimental version of the system which is in development, the sequence of words, their phrases
and also sets of alternative words (synonyms). At the initial stage of work training of system of automatic
classification, requires preparation of a training data set. Training data set is to include a set of texts with the
related categories by results of preliminary manual classification [2].

During work, training set is updated, taking into account the specification and correction made in manual by
results of automatic classification.
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