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Abstract: this paper outlines the way in which the aggregated data from EEG device may be used in future
predictions; it dives into the problems, related to building a regression function, based on certain conditions of
certain user; classify certain function by timestamp; and suggest its implementation. Also, the following article
covers the basic idea of classification in terms of taking a decision, which function to use, in order to calculate
correct average concentration level of current user on certain time frame.
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1. INTRODUCTION

Time passes by..., from Turing machine up to modern high scale clusters, humanity made a great breakthrough
for the past 50 years. From the very beginning, the main aim of information technologies was collecting and passing
information between nodes. But when the aim was achieved, a new one field appeared — telemedicine. This new flow
serves as a solution for one of the most problems, which everyone faces with — it’s a health tracking. When we have
enough information about certain diseases, we can track it by ourselves, at least, on first steps — as in many cases, it
can be detected by relative symptoms.

The suggested solution is aimed to track user’s mental states through BCI interface and predict his future state.
As an example, for the proof of the concept — our subject will be tracking the exact state — concentration state, and
see how it will be changed over time. The collected data will allow us to predict user’s future mental state, and detect
mental problems, which may occur in, for instance, stress situations.

The rest of the paper is organized as follows: Section 2 gives a shortcut observe of problems, related to
predictions for certain user, by using pure aggregated data. Section 3 describes a way of choosing function for
calculation concentration level on certain time stamp.

2. ONE NODE PREDICTION

By a «one node prediction», we are talking about a mechanism, which predicts mental state by pure data (which
has been just collected). The main disadvantage of this approach is in that function, by which the prediction will be
made, as it’s not rely on certain user. But for general purpose, this approach could be used to calculate the average



data (in our case — concentration level). So, the first thing which come up to mind is to introduce a special
coefficient, which will make the calculation smoother. However, when the system is looking more like a blackbox,
this flow will not work. From this moment, let’s assume, that we won’t ever get enough good result, which will
satisfy us, if we will run calculations in isolatable way. For this purpose, we will keep in mind previous aggregated
and calculated data, in order to apply this coef to new function. This conception represents a simple linear regression,
where previous calculation will influence on results of further calculations:

m-—1
f(nOde[m]) = anl (Clearfunction(node[m—n]))

3. CHOOSING ALGORITHM

When we talk about algorithm, which will suit everyone user, we mean, that there will be some fuzzy logic based
system, which will choose, which function will suit one or another case. For this purpose, it’s better to take a look at
classification systems. For our case, we will take naive bayes:

classify(f; ..., fy)=arg max p(C=¢) [[iL, p(F; = f; | € = ©)

Where, main option, by which we will take decision, is time set. If we go further, we will notice, that avg
concentration depends from time set. Every timezone, by which certain prediction rule changes — is called frame. So,
the idea comes to defining these frames. Assume, that we already have collected data, and has certain rule, which
helps us to define, what kind of frame do we have — short or long-term. For instance, let’s assume, that for person A,
the frame with length or 5 minutes — is a short-term, while frame with 20 minutes — Is long term. The key-
determination option, by which we will choose one or another implementation of linear regression, is the curve of
calculated concentration by time (one item per second). In simple words — while curve is smooth, we can treat this
frame as a short one, otherwise — it should be a long frame. Let’s generate an array of 1000 points, where each point
— is atime stamp, and it’s value is concentration level, received at this time (the code is written in Javascript ES6):

const svm = require('node-svm'),
_ =require('lodash’),
ml = require('shaman’);

let stamp = new Date().getTime();
let xor = _.map(new Array(1000), (el, i)=> [[i, stamp += 1000], _.random(10, 20)]);

let cIf = new svm.SVM({
svmType: 'NU_SVR',
c: 1,
kernelType: 'LINEAR',
kFold: 4,
normalize: true,
reduce: true,
cacheSize: 200,
shrinking: true,
probability: false

b

Promise.all([

new Promise(res=>

clf.train(xor).done(()=>
res(clf.predictSync([1100, stamp + 1000]))

)

)

new Promise((res, rej)=> {
let x = _.map(xor, s=> _.get(s, '0.1");
lety = _.map(xor, s=> _.get(s, '1");



let Ir = new ml.LinearRegression(x, y);
Ir.train((err)=> {
err ? rej(err) : res(Ir.predict(stamp + 1000));
b;
b

D
.then(data=> {

console.log('svm: ', _.head(data));
console.log('linear: ', _.last(data));

b

Here, svm linear regression (NU SVR) and general linear regression won’t differ much: svm’s

14.999999386575372 vs linear’s 14.855842543125618.

Now, let’s make a decrease points in curve:

let xor = _.map(new Array(1000), (el, i)=>
[[i, stamp += 1000], i > 300 && i <600 ? _.random(10, 20) : _.random(80, 100)]
);

The result will be: svm - 56.998159564945304, linear - 73.75782167539. As you see, svm take into a count

‘reduced points’, while general linear regression oriented much on last received points.

4. CONCLUSIONS
In this paper, we outlined a way, in which we can make a long-term and short-term predictions of mind state.

We’ve provided a quick walkthrough of prediction’s problems. Also, we’ve proposed a model, by which we can
increase accuracy of calculated average concentration level thanks to using previous node’s value in new
calculations, and choosing the algorithm itself, by which certain frame will be calculated.

In next article we will devote ourselves in problems related to the nature of data, which we collect from EEG

device. We will have a look at patterns and artefacts in terms of neurology. And dive into issues related to noise in
data and anomalies.

Finally, I would like to admit, that subject, which we’ve covered in this article, is not so clear from the first point

of view, as it requires more complex expert system, the proposed model could be a good start, which we are going to
develop and write about it alongside our research.
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